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Dealing with vitalities such as disease and 
death, medical research is a delicate endeavour, and 
required to be carried out with utmost responsibility. 
Practitioners believe the research results, particularly 
when published in a reputed journal, and use them in 
future cases. While much of this research has helped in 
improving the health across the world, a few researchers 
realize that imprecise research can also imperil life and 
health of a large number of people. Amidst several 
factors, this can happen when the results are based on 
misuse and abuse of statistical methods to arrive at 
conclusions.

Research results, when wrong by just one per cent 
and adopted for practice on millions of patients, can 
threaten health and life of thousands of people. 
Substandard research can jeopardize many lives. 
If a trial finds higher efficacy of a new regimen, 
practitioners will obviously adopt the new and discard 
the old. However, if the trial is later found to have faulty 
design, faulty data or faulty analysis, life and health of 
many may have already been compromised. Type I and 
Type II errors are considered genuine statistical errors, 
but these also can have far-reaching implications on 
health of the people.

Statistical methods provide an appropriate tool for 
measuring uncertainties, and in some cases, to control 
them1. However, that does not help make it an exact 
science. The 95 per cent statistical confidence intervals 
that exclude five per cent unlikely values epitomizes 
the vagaries of statistical science. It may surprise 
some of us that statistical methods are able to find a 
Gaussian pattern in random variations too, and it is 
routinely exploited to draw conclusions. However, the 
probabilities remain a sheet anchor of these methods, 
and the conclusions remain inexact. A few realize that 
probabilities work in the long run, just as insurance 
do, but can miserably fail in individual cases. That is 
where the vagaries lie. The problem is compounded by 

intentional and unintentional fallacies that creep into 
medical data and their interpretation. 

Statistical fallacies

A common misinterpretation is considering mere 
association or correlation as evidence of cause-effect2. 
The incidence of cardiovascular diseases in India is 
negatively correlated with birth rate, but it has no causal 
implication. Counterfactuals are important ingredient in 
empirical reasoning but many times ignored. Sometimes, 
the distinction between necessary and sufficient is lost in 
arguments and that can result in inappropriate conclusions.

An interesting quote is ‘Head in an oven and 
feet in a freezer, and the person is comfortable, on 
average’. Nonsense of such assertions is apparent, 
but that is what seems to be passed on to the reader in 
some medical researches3. Summary measures such as 
mean and proportion, when based on the aggregated 
data, can be deceptive. Consider case fatality in cancer 
patients in a general hospital and a specialized cancer 
hospital, both with the same case fatality in aggregate4. 
Cancer hospital would receive patients predominantly 
in advanced stages, and in them, its performance may 
be markedly better than in a general hospital. If only 
the aggregate percentage is reported, this distinction 
is lost. Standardization is advocated to avoid such 
discrepancies but not done in many reports.

Many medical researchers look at the difference 
or gain in medical parameters after the treatment 
compared with values before the treatment. In their 
keenness, they sometimes forget that a gain of 3 g/dl in 
Hb level over pre-treatment value 8 g/dl has a different 
meaning than the same gain over the pre-treatment 
value of 11 g/dl5. It is relatively easy to affect a rise 
over lower Hb values than over higher values - thus, 
stratification or covariance analysis is required.

It is generally believed that statistics is the science 
that crunches numbers. As Gregg Easterbrook said, 
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torture the data and they will confess to anything6. 
With online access, data availability has multiplied 
manifold. Google chief economist rightly predicts 
that data scientist’s job is becoming sexiest of all7 as 
availability of enormous data requires skill to extract 
relevant messages. Expansion in this skill has not kept 
pace with the rapid rise in the availability of data. 
Semi-skilled professionals draw conclusions, some of 
which are of dubious quality. While calculations can be 
done by a computer, interpretation of statistical results 
requires skill.

Among other fallacies is cherry-picking the 
statistical indices for communicating a result. Research 
results can be provided in terms of actual blood sugar 
levels or as prevalence of diabetes, in terms of Hb 
level or anaemia. All quantitative measurements can 
be converted to qualities. The summary measure 
for quantities generally is mean and for qualities is 
proportion. A researcher can try out both and report 
the one that suits a particular hypothesis. The protocol 
should specify the indicators with justification and 
should be adhered to in the analysis and communication.

Statistical errors

We know that medical errors in terms of 
misdiagnosis, missed diagnosis, negligent care, 
treatment errors, prognostic misjudgement, etc. can 
cause misery and death. Statistical errors of Type I and 
Type II are not just known and acknowledged but also 
accepted. Not many realize that genuine Type I error 
means an ineffective regimen is proclaimed effective 
and many deaths can occur due to this error. Similarly, 
Type II error means an effective treatment is denied to 
the patient, and this also can cause deaths. Misdiagnosis 
and missed diagnosis can legitimately occur due 
to statistical errors, but these can be minimized by 
choosing a right design and an adequate sample size.

Scientists debate about the validity of the 
conventional cut-off 0.05 for P values8, which is 
so commonly used by statisticians and medical 
researchers alike. This is the chance that a random 
sample of subjects happens to provide wrong evidence 
of efficacy of a regimen when none is actually present. 
Use of confidence intervals is advocated instead of 
P values, but there is no escape in some situations. 
If the objective is to establish that one treatment 
is better than the other by at least three per cent, 
statistical significance is the only way to rule out 
sampling fluctuations. The values between 0.04 and 
0.06 should be interpreted with caution. The same 

kind of precaution that is always taken for patients 
with borderline values. In any case, P values should 
not be taken too seriously. In most practical research 
setup, these arise not just from random fluctuations 
but also incorporate chance of errors due to faulty 
design and faulty data. In addition, the P values must 
be complemented by biological plausibility and, of 
course, common sense.

Many examples can be cited from medical 
literature when more than one statistical test is 
done on the same data, each at level 0.059, without 
realizing that this inflates the error rate. Thus, false 
significance is achieved that does not replicate in 
actual practice. This can affect health of many when 
the results are unsuspectingly used on a large number 
of patients. Statistical procedures such as Bonferroni 
and Tukey are used to control the probability of  
Type I error to the specified level but sometimes 
ignored.

Many statisticians and medical professionals alike 
fail to make a distinction between statistical significance 
and medical significance. Statistical inference heavily 
depends on size of the sample. Surprise for many is that 
a difference of one per cent in efficacy of two regimens 
can be statistically significant in large-scale studies. 
This may not have any medical significance. Reverse 
can also happen. Freiman et al10 studied 71 negative 
trials and observed that the sample size was too small 
to detect 25 per cent improvement in the outcome. Had 
the sample size been adequate, adverse outcome for 
many could have been avoided.

Conclusion

Statistical fallacies and errors are summarized in 
the Table. More serious are errors due to negligence. 
Uncounted deaths occur due to wrong conclusion 
arrived by inappropriate analysis and inaccurate data. 
Many times, these go unnoticed. Although this can 
happen with fully trained statistical professionals, 
there are a large number of researchers who have little 
or no expertise and training in statistical analysis. With 
the ready availability of statistical software, anybody 
can think of himself/ herself as statistical expert and 
do the analysis. Whereas medical professionals are 
trained for endless years in the business of saving 
lives and reducing suffering, neither statisticians nor 
medical researchers are trained for data analysis with 
the same rigorousness. Medical biostatistics too is in 
the business of saving lives and reduces suffering, but 
only a few realize this to be so.
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Table. Statistical fallacies and errors and their solution
Statistical fallacy/error Solution
Using probability for a single case without 
sufficient caution

Use probability for (large) group and use sufficient precaution while using it 
for a single case

Using correlation as an indication of cause-effect Use counter-factual and distinguish between necessary and sufficient factors
Using aggregate rates for comparison of groups If the composition of groups varies, use standardized rate
Using gain by an intervention for inference 
disregarding baseline values

Use stratification or covariance analysis

Data analysis and interpretation by inadequately 
skilled professionals

Statistical analysis and interpretation requires rigorous training and 
experience

Cherry-picking the statistical indices for 
communicating a result

The protocol should specify the indicators with justification and should be 
adhered to in the analysis and communication

Type I and Type II errors Choose a right design and an adequate sample size
Strictly adhering to the conventional cut-off of 
P=0.05 for statistical inference

Interpret P between 0.04 and 0.06 with caution and conclude that further 
work is needed

Forgetting that the P values incorporate chance 
of errors due to faulty design and faulty data

Ensure that the design is adequate, and the data are correct

Using many statistical tests, each at level 0.05 Use Bonferroni correction or Tukey method to control the overall chance of 
error

Failure to make a distinction between statistical 
significance and medical significance

Assess medical significance separately from statistical significance
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